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Introduction





Meet Zest AI
5 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng I nt r oduc t i on

●We ’re  a  tech company bas e d  in 
Burb ank, CA with 110+ e mploye e s  

● Founde d  in 2009  with a  mis s ion to  make  
fair and transparent credit available to all

● He lp  le nd ing ins titutions  make  be tte r 
le nd ing d e c is ions  tha t a re  smart, 
efficient, and inclusive

● We  do this  b y le ve rag ing AI-automated 
credit underwriting technology to  
p rovide  le nd ing  ins ights  tha t boost 
accuracy 2x ove r the  le ad ing indus try 
s core

Incre as e  le nd ing  volume s  

Spe c ia ltyCU’s Banks Finte ch 

Company Overview How we help...

Indus trie s  Se rve d  

Re d uce  los s e s   

Gre a te r automation in 
d e c is ioning  

Improve  fa irne s s  and  inc lus ivity

Lowe r ope ra ting  cos ts  

of Ame ricans  a re  d ifficult for 
le nd e rs  to  s core  accura te ly 

4 0%

Why we exist...

ye ar old  s coring  me thod s  a re  
out of d a te  

20 - 4 0

of curre nt le nd ing  tools  re turn 
d e c is ions  in ove r 3 0  minute s  

83 %

Source: CFPB and Experian

Source: Zest survey
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Stress - tested by the largest, 
most regulated financial institutions 

Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng

‘21 Finovate winner; best use of AI/ML 

Accessible to and aligned with the 
credit union movement

‘22 Credit Union Service Org of the Year 



The Move to AI 
in Le nd ing



AI Models Classify Risk Better 
8 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng The  Move  t o AI  i n Le ndi ng

Linear Models Can’t Fit Complex Data 

This Linear Model Makes Six Classification 
Mistakes

X

X X
X

Machine  Le a rning  Mod e ls  Succe s s fully Fit 
Comple x Da ta  

This  Machine  Le a rning  Mod e l Make s  No 
Classification Mistakes

Linear Model Machine Learning Model

X X



AI Models are More 
Accurate 

9 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng

What are we showing?
Zest vs. National Credit Score 
comparisons of AUC, a measure of 
statistical accuracy. The AUC statistic 
assesses model performance by 
measuring the model's ability to discern 
defaults from non -defaults.

What are we looking for?
The higher the AUC, the better.

Huge lift over the Benchmark

Zest Model

Takeaway: 
The biggest AUC lift is in the middle tiers, where Zest 
does a significantly better job of identifying risky 
borrowers.

AUC COMPARISON: 
Zest vs. Benchmark Model 

Benchmark LEGEND



(Imprecise Decisions Won’t Continue to Work)
Percent of Credit Card Accounts that are 30+ Days Delinquent 
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en
t

TRUSTED AI  FOR AUTOMATED,  I NCLUSI VE CREDI T UNDERWRI TI NG10



AI Models Are More Stable
11 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng

When market conditions change, 
traditional algorithms can become 
unstable . . .

May 19, 2021

Federal Advisory Council 
Board of Governors, Federal Reserve

Dec 3, 2020

Given market changes during pandemic, “FICO 
scores do not provide meaningful insights. . . .”

COVID-19 Period

Machine learning algorithms have 
proven to be resilient . . .

The  Move  t o AI  i n Le ndi ng

https://www.federalreserve.gov/aboutthefed/fac.htm
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AI Models Are More 
Transparent

Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng

Value 𝜙𝜙 of a  p laye r i  in a game f  
(with S: coalitions, N: players)

Wha t  ha ppe ns  
whe n a  pl a ye r  

i s  mi s s i ng?

Nobel Laureate  Lloyd Shapley

Data Source Attribute Count

Credit Bureau 294

Loan Application 20

Asset Attributes 12

Alternative CRA 50

Attributes used in the model

Shapley proved that this formula gives the 
only attribution that satisfies fundamental 
mathematical properties of completeness, 
sensitivity, linearity, and symmetry
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AI Models Can Score Thin 
File Borrowers

1 in 5 US adults are unscorable by popular credit scoring 
algorithms.  The antiquated math used by credit scoring 
companies needlessly excludes over 45M Americans (approx 
20%).

Machine learning and alternative data allows lenders to 
assess the “credit invisible” and cover 98% of American 
adults:  

● Machine  le a rning  mod e ls  can s core s  b orrowe rs  with 
thin c re d it b ure au file s , cove ring  4 2% of uns corab le s

● Ad d ing  a lte rna tive  d a ta  a llows  Ze s t mod e ls  to  cove r 
9 0 %+ of uns corab le s

Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng



AI Models are More 
Inclusive

With
Models optimized for both fairness 
and accuracy

You can
Ensure you are being consistent 
and equitable

And
Help the underserved

Helping the underserved

more access for women, seniors  and people of color



AI Models Produce Meaningful Results
15 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng The  Move  t o AI  i n Le ndi ng

Expanding credit access Accelerating change Lending more inclusively  

28%
Reduced risk; 

holding approval 
rate constant

$37M
Savings identified 
by management

22%
Increase in 

approvals; holding 
risk constant

$40M
New credit issued 

per year

“What really excites us is the opportunity 
to offer instant decisions, better pricing, 
and personalized service to our members 
through our partnership with Zest”

Jenny Vipperman, 
Chief Lending Officer

“Zest really focused on the things that matter 
to us: fairness, compliance, documentation, 
and rigorous ML monitoring. Zest’s 
technology helps us optimize, ensuring we 
do right by the communities we serve.”

Mihaela Kobjerowski, 
Chief Credit Officer

“Zest allows us to do our machine 
learning modeling work more efficiently 
and with less operational risk.”

Michael Bradley, 
SVP Single Family Modeling & Analytics

25,000
Additional 

approvals of Black 
and Latinx 

families 

$9.4B
Value of 

additional home 
loans to families 

of color



Compliant AI Lending
Pillar 1: Advanced Explainability



ML models require advanced math to “open the black 
box”

17 Compl i a nt  AI  Le ndi ng Adva nc e d Expl a i na bi l i t y

Drop One

For each applicant, drop 
(delete) each variable and see 
what it does to the model’s 
prediction. If deleting the 
value changes the score, it is 
deemed “important” and the 
code associated with that 
feature goes in the NOAA. 

Impute Median

For each applicant, for each 
variable, substitute the 
median value for approved 
borrowers. If replacing the 
value changes the score, the 
variable is deemed 
“important” and the code 
associated with that feature 
goes in the NOAA.  

Game Theoretic 
Approaches*
For each applicant, compare 
the applicant’s score to an 
approved score and analyze 
the model to determine which 
variables drove the difference 
in score on their own and in 
combination with other 
variables.

* Se e  Auma nn a nd Sha pl e y ( 1974) ,  Va l ue s  of  Non- At omi c  Ga me s .

X X ✓

Ad ve rs e  ac tion and  fa ir le nd ing  ana lys is  re quire  more  rigorous , game - the ore tic  me thod s  to  ca lcula te  the  d rive rs  of mod e l- b as e d  
d e c is ions  for ML mod e ls ; o ld e r ma th d oe s n’t cut it



Drop One and Impute 
Median are almost 
always wrong, when run 
on ML models

18 Compl i a nt  AI  Le ndi ng

Percentage of time the reasons given by each 
method correctly matched any of the top 3.

TECHNIQUE 1ST 
REASON

2ND 
REASON 

3RD 
REASON

Drop One 11% 11% 13%

Impute Median ~0% ~0% 1%

●During  a  CFPB te ch s print on ad ve rs e  ac tion notice s , we  
ge ne ra te d  d e nia l re a s ons  for a  machine  le a rning  mod e l 
b uilt  to  approve  loans  for a  mid - s ize d  auto  le nd e r us ing  
va rious  me thod s .

● We  compare d  Drop  One  and  Impute  Me d ian to  the  
Shap le y game - the ore tic  b a s e line  to  a s s e s s  the ir a ccuracy.

● Drop  One  was  wrong  ~9 0 % of the  time ; Impute  Me d ian 
was  a lmos t a lways  incorre c t.

More rigorous adverse action reason methodology 
should be required for ML models



Game theory rigorously quantifies the impact of each player 
in a collaborative game

19 Compl i a nt  AI  Le ndi ng Adva nc e d Expl a i na bi l i t y

Value 𝜙𝜙 of a  p laye r i  in a game f  (with S: coalitions, N: players)

Shapley proved that this formula gives the only attribution that satisfies fundamental mathematical 
properties of completeness, sensitivity, linearity, and symmetry

Wha t  ha ppe ns  whe n a  
pl a ye r  i s  mi s s i ng?

Example of Shapley decomposition of applicant with score of 0.44.

0 1

Payment history
Inquiries

Bankruptcies

Income

Revolving Balances
Address Stability

Ongoing Obligations

Job Stability

0.44



Compliant AI tools must provide detailed insight into model 
behavior
Attribution, partial dependence and ICE plots deliver a detailed view on how a model behaves

20 Compl i a nt  AI  Le ndi ng Adva nc e d Expl a i na bi l i t y

I n  t he  e xa mpl e  be l ow,  we  a r e  l ooki ng a t  how t he  mode l ’ s  r i s k  a s s e s s me nt  i s  i mpa c t e d by one  va r i a bl e :   
Sum of  c ur r e nt  ba l a nc e s  on r e vol vi ng a c c ount s  ( di s pl a ye d a l ong t he  x- a xi s )

The model’s risk assessment is non -monotonic with 
respect to this variable; this can easily be 
corrected



Compliant AI tools should make it easy to map model 
variables to ECOA adverse action reasons

21 Compl i a nt  AI  Le ndi ng Adva nc e d Expl a i na bi l i t y



Compliant explainability tools must be able to explain 
more than just adverse action reasons

22 Compl i a nt  AI  Le ndi ng Adva nc e d Expl a i na bi l i t y

Good bor r owe r s

De ni e d Appl i c a nt

Unpr ot e c t e d 
Appl i c a nt s

Adverse Action Disparate ImpactFeature Importance

Pr ot e c t e d 
Appl i c a nt s

Al l  a pp l i c a n t s

Compare all applicants with each 
other to compute the average 

marginal contribution

Compare the denied applicant with 
approved applicants to compute the 

marginal contribution of each variable to 
the denial

Compare protected applicants with their 
unprotected counterparts to compute the 
marginal contribution of each variable to a 

difference in score



Compliant AI Lending
Pillar 2: Advanced Fair Lending 



Fair lending review has 5 components
24 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Disparate Treatment 
Assessment

Evaluate whether 
demographic characteristics 
are used directly when 
assessing an applicant’s 
creditworthiness

Disparate Impact 
Analysis

Assess the degree to which 
disparity exists between 
protected and non -protected 
classes

Feature Attribution

If disparate impact exists, 
identify and quantify the 
features most responsible for 
driving that disparity

LDA Search

Evaluate whether 
demographic characteristics 
are used directly when 
assessing an applicant’s 
creditworthiness

Fair Lending 
Documentation

Evaluate whether 
demographic characteristics 
are used directly when 
assessing an applicant’s 
creditworthiness

Software can automate this process for any kind of origination model



Step 1: Disparate treatment analysis 
Software identifies whether a feature proxies for a protected class by building a univariate model that predicts the protecte d s tatus; 
AUC = 1 indicates a perfect proxy

25

Impact Rank Feature Name AUC

1 Avg. credit limit amount on all 
revolving accounts 0.61

2
Avg. credit limit amount on 
revolving accounts with high 
credit to credit limit > 0.25

0.61

3
Avg. credit limit amount on 
never -delinquent revolving 
accounts

0.6

4 Avg. months since open date 0.6

5 Avg. credit limit amount on 
active revolving accounts 0.6

Impact Rank Feature Name AUC

1
Min. credit limit amount on 
never -delinquent revolving 
accounts

0.59

2
Max high credit amount on 
individual accounts with recent 
payment

0.57

3 Avg. credit limit amount on all 
revolving accounts 0.57

4 Avg. credit limit amount on 
active revolving accounts 0.57

5

Avg. credit limit amount on 
revolving accounts with high 
credit to credit limit greater 
than 0.25

0.56

Impact Rank Feature Name AUC

1 Avg. months since open date 0.74

2 Avg. months since open date 
on all revolving accounts 0.72

3 Avg. months since open date 
on all individual accounts 0.71

4 Avg. since open date on all 
credit card accounts 0.68

5 Max credit limit amount 0.64

In this case, no disparate treatment was found (all AUCs < 1)

Hispanic:
Top 5 most impactful features

Gender:
Top 5 most impactful features

Age:
Top 5 most impactful features

Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s



Step 2: Disparate impact assessment
26 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Traditional Credit 
Score

Significant Disparate 
Impact:  

AIR below 80% 
indicates significant 
disparity and comes 
with increased fair 
lending enforcement 
risk

35% 40%



Step 2: Disparate impact assessment
Quantify any differences in score distribution and outcomes for protected borrowers

First, examine the score distributions of the protected 
class and the control group

27 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Second, examine how this distribution affects approval 
rates, AIR, pricing, etc

Zest software identifies disparate impact by computing metrics like max K -S

Cont r ol  Gr oup

Pr ot e c t e d Cl a s s

K- S:  0 . 71



Step 3: Feature Attribution
Identify which features are driving the disparate impact

Each protected class borrower is explained in 
reference to the control group

28 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Sample of top 5 impactful features for 
protected class borrowers in a test model

Shapley values quantify the extent to which a variable causes a difference in score

African 
Americans

White

White

White

White

RANK FEATURE IMPACT

1 Ratio of satisfactory trades to total 2.5%

2 Total high credit 2.4%

3 Total mortgage balances 1.6%

4 Sum of avg. balances for unclassified 
trades

1.5%

5 Total inquiries last 6 months 1.4%



Step 3:  Compare how each variable contributes to 
predictive accuracy and disparate impact 

29 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Average marginal contribution of each variable

MODEL VARIABLE CONTRIBUTION TO
MODEL PREDICTIONS

CONTRIBUTION TO 
DISPARATE IMPACT

Credit Score 32% 28%

Loan To Value 21% 17%

Down Payment Amount 11% 14%

Monthly Income 8% 12%

Count of Bankruptcies 6% 2%

Delinquencies 4% 2%

Length of Credit History 4% 1%

Feature selection is critical  

Some of the best predictors of 
credit risk treat protected 
classes unfairly, but which 
signals should you cut? If you 
drop one, the model doesn’t 
work.

* For  s i mpl i c i t y ,  t he  c ont r i but i on t o  di s pa r a t e  i mpa c t  i s  s hown on  a n a ggr e ga t e d ba s i s ,  t he s e  s t a t i s t i c s  a r e  t ypi c a l l y  
di s a ggr e ga t e d by  pr ot e c t e d  gr oup.   Boot s t r a p s a mpl i ng e na bl e s  us  t o  put  c onf i de nc e  i nt e r va l s  on a l l  s t a t i s t i c s .



Step 4: LDA search
Determine whether there is a practical less discriminatory alternative.  If so, the lender may have fair lending enforcement risk.

30 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

LDA search establishes whether a change to the model is required – The search process may 
establish there is no less discriminatory alternative model.  If so, the documented search 
process is the lender’s business justification for disparate impact under ECOA.

LDA Search Methods 

Goal of this step

“Drop one” – Model variables that contribute most to disparate impact can be dropped / neutralized. 
This can be useful to explore scenarios but often results in a model that performs worse and 
therefore doesn’t get adopted.  Considering one variable at a time isn’t as thorough       as 
considering all the variables and how they interact.

Adversarial training – A more thorough algorithmic search can identify more practical alternatives.  
The optimizer is instructed to consider model accuracy and fairness simultaneously by defining a 
new objective function that combines losses from a system of iteratively trained models.



In the search for fairer models, “drop one” often leads to a 
decrease in predictive accuracy 

31 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

For example:
Compliance flags total mortgage balances for review

RANK FEATURE IMPACT

1 Ratio of satisfactory trades to total 2.5%

2 Total high credit 2.4%

3 Total mortgage balances 1.6%

4 Sum of avg. balances for unclassified 
trades

1.5%

5 Total inquiries last 6 months 1.4%

CLASS BEFORE AFTER

Hispanic 0.08 0.05

African American 0.08 0.10

API 0.08 0.05

AIAN 0.08 0.22

All Borrowers 2.39% 2.48%

We neutralize the feature, and disparity & accuracy are 
recalculated

Disparity
(KS Score)

Accuracy
(Bad Rate)

Ne utra lizing  the  fe a ture  re d uce d  d is pa rity b ut le d  to  a  4% increase in bad rate



A more thorough search can more effectively mitigate 
disparate impact and fair lending risk 

32 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

Instead of omitting predictive variables, we can optimally and automatically adjust the influence of features causing 
disparate impact to generate a series of more fair models.

Original LR model: less 
fair and less accurate

ML Alternatives:
more fair and more accurate

Drop one LR alternatives: less 
accurate and only slightly more fair

Original ML model:
More accurate but still not 
very fair

How it works

● Us e rs  can ad jus t “how fa ir” the  mod e l s hould  b e  
us ing  a  ga in knob  - - d iffe re nt va lue s  can b e  us e d  to  
find  the  e ffic ie nt frontie r

● The  e ffic ie nt frontie r p rovid e s  le nd e r op tions  to  
manage  trad e -offs  b e twe e n accuracy and  fa irne s s

The status quo (drop -one) is inferior because:

● It  us e s  a ll- or-nothing  approach (fe a ture s  a re  in- or- out 
ra the r than b e ing  a tte nua te d )

● It  us e s  a  g re e d y fe a ture - a t- a - time  proce s s  and  
cons tra ins  the  s e a rch- s pace .

● Fe a ture s  can only b e  d roppe d ! Othe rs  might ne e d  to  b e  
incre as e d

● Te d ious  manua l p roce s s  p rone  to  e rrors  and  le ng thy 
time line .
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A more thorough search 
can more effectively 
mitigate disparate impact 
and fair lending risk 

Identify fairer models 
Identify alternative models that are more 
fair while maintaining the highest possible 
accuracy

Ensure no less discriminatory alternative model 
exists 
Banks can reduce enforcement risk by more 
thoroughly searching for less discriminatory 
alternatives and documenting the search 
process

Compl i a nt  AI  Le ndi ng

LDA SEARCH WITH ADVERSARIAL DEBIASING

Te c hni c a l l y,  no 
f a i r e r ,  mor e  

pe r f or ma nt  
a l t e r na t i ve  wa s  

f ound dur i ng 
s e a r c h

All of the LDA models are more fair and more accurate 
than drop -one alternatives 

Least risky: LDA 1 improves 
fairness by 3%, trading only 
0.06% in accuracy BENCHMARK

LDA 1

LDA 2

LDA 3

LDA 4

LDA 5

AD
VE

R
SE

 IM
PA

C
T 

R
AT

IO
 (A

IR
)

AUC (PREDICTIVE ACCURACY)

More fair: LDA 4 improves 
fairness by 7%, trading only 0.2% 
in accuracy



Adversarial Training is consistent with current practice 
and procedure in place today at banks
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Fair Lending TeamModeling Team 

Underwriting Model Adversary  Model
Race Datal

This is NOT using race as a model feature
○ Only the adversary has access to race data.
○ The adversary never communicates race data to 

the underwriting model.
○ Instead, the adversary communicates the 

correlation between the model scores and race.

This does NOT weaken the wall between modeling 
and fair lending 
○ Fair lending lore requires a strict wall between 

modeling and fair lending teams.
○ Zest’s method doesn’t weaken the wall. It only 

changes what is communicated between the two 
groups.

○ Instead of saying “drop X variable,” the fair 
lending team encourages modeling to drop 
variables OR change their importance.

Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s



More fair alternatives include many minor adjustments to 
achieve more equitable outcomes, while still preserving 
predictive accuracy

35

This process is impossible for a human to do manually but is easy for modern mathematics.

# Feature Name Feature Importance (%) Absolute Difference (%)

1 Average Credit Limit 8.1% ~ 0.00%

2 Parent Listed as Co -Borrower 5.0% - 0.01%

3 Average Payment Pattern Length 4.0% - 0.02%

4 Max Number of Months Delinquent 3.3% + 0.05%

5 Max Delinquency Length 2.8% - 0.40%

6 Max Credit Limit on any product 2.4% - 0.11%

7 Total Credit Limit 2.2% + 0.32%

… Hundreds more - -

Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s



Assessment Results: Approval rates
36 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

The model will increase HIspanic & Black approvals by +40% and Female by +36%

Race/Ethnicity:  Approval Comparison

49%

41%

Increase in Hispanic approvals

Increase in Black approvals

31% Increase in Api approvals

Gender: Approval Comparison

36% Increase in female approvals

Age: Approval Comparison

36% Increase in elderly approvals



Assessment Results: Adverse Impact Ratio (AIR)
37 Compl i a nt  AI  Le ndi ng Adva nc e d Fa i r  Le ndi ng Ana l yt i c s

The model will increase HIspanic & Black approvals by +40% and Female by +36%

Race/Ethnicity:  Approval Comparison

11%

5%

Increase in AIR for Hispanic borrowers

Increase in AIR for Black borrowers

Gender: Approval Comparison

Minor degradation in AIR for Female 
applicants (within 99% CI)

Age: Approval Comparison

No adverse impact for age



Compliant AI Lending
Pillar 3: Proper Documentation



Model Risk Management Documentation
39

AUTOMATIC ARTIFACTS

● Mod e l- re ad y ne w and  e xclud e d  
fe a ture s  b y trans forme r

● Mod e l p ipe line  flowcha rt
● Algorithm type  and  d e fault 

pa rame te rs
● Upd a te d  mod e l pa rame te rs
● Lis t of fe a ture s  b y importance  b y 

a lgorithm
● Ens e mb le  we ights
● Lis t of fe a ture s  b y importance  for 

the  e ns e mb le
● Sta tis tica l pe rformance  me trics
● Sta tis tica l pe rformance  cha rts
● Economic  ana lys is  me trics    and  

proje c te d  impact
● Partia l De pe nd e nce  Plots
● Attrib ution Plots
● Individual score attributions

INPUTS

● Dataset
● Exclusion List (based on EDA)
● Target variable
● Development sets
● Benchmark values

CUSTOM ARTIFACTS

● Model details: End user, use case, 
product, objective

● Custom transformer description

Dynamic inputs
come from the 
model outputs 
and artifacts

All dynamic inputs 
in the screenshot 
have been 
highlighted.

Among other 
things, controllers 
pull in dynamic 
content.

Static text can be 
modified and will 
generally not 
change if the 
modeling use case 
(i.e. portfolio 
management) 
remains the same 
from project to 
project.

Configs play many 
roles, including 
allowing you to hide 
/ show / reorder 
different sections to 
suit your 
documentation 
needs.

Documentation is a critical component of model risk management. Standardized, fast, and easy - to -update 
documentation allows users to track every step in the modeling process and incorporate changes instantly.

US Pa t .  App.  16 / 394, 651

Compl i a nt  AI  Le ndi ng Pr ope r  Doc ume nt a t i on



Fair Lending Documentation   
A fair lending report incorporating the above analysis is essential to document compliance

40

✓ Fair Le nd ing  Te chnique s  & Tools

✓ Prote c te d  Clas s  Information

✓ Ge ne ra l Sta tis tica l Comparis on

✓ Adve rs e  Impac t Ra tios

✓ Approva l Ra te s

✓ Score  Ana lys is

✓ Dis para te  Tre a tme nt Eva lua tion

✓ Dis para te  Impac t Ana lys is

✓ LDA Se arch and  bus ine s s  jus tifica tion

Fair Lending Review Table of Contents

Compl i a nt  AI  Le ndi ng Pr ope r  Doc ume nt a t i on



THANK  YOU



Theodore (“Teddy”) Flo
Teddy.Flo@Zest.AI

Thank You



Appendix 1:
Ope n Que s tions  About 
AI and  Fa ir Le nd ing



Decisions remain:
44 Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng Ope n Que s t i ons  About  AI  a nd Fa i r  Le ndi ng

What if protected groups “clash”?Which LDA to pick?

Fairer
Alternatives

Original 
ML Model

● Trading accuracy for fairness is 
not required today.                                       
(But may be soon.)

● It’s your decision; be principled 
about it; consult your own 
attorneys.

● Consider the following:

○ Existing accuracy standards, 
and

○ Accuracy loss or trade -offs 
you accept elsewhere.

Black HispanicBlack Hispanic

or

● What if some LDAs are better for different groups?

● Only consider LDA models where every group that had an AIR below 100% in the 
original model is better off (or at least not worse off).

● Then, be principled. Consider the following:

○ Protected group population sizes

○ AIR, true positive, false positive, of the LDAs

○ Margin of error for different protected groups

● The advice of your own counsel.
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A Few Recent 
Developments

Fa i r  Le ndi ng a nd Ma c hi ne  Le a r ni ng

Fair lending law and policy are in a state of flux 
right now, with the White House, CFPB, and 
other regulators driving for increases in 
fairness and inclusivity in lending, with a focus
on Machine Learning and Artificial Intelligence 
(and a response by fintechs and responsible AI 
practitioners)

● CFPB announce d its  us e  of the  unfa irne s s  UDAAP frame work to 
police  fa irne s s  in le nd ing

● This  le ave s  nume rous  ope n que s tions  for fa ir le nd ing  compliance
● This  ha s  b e e n cha lle nge d  in court. It’s  applica tion is  like ly to b e  

d e laye d

Use of “Unfairness” to Police Fair Lending

CFPB Circular 2022 -03

● On May 26 , 20 22 , CFPB re le a s e d  a  c ircula r on the  importance  of 
p rovid ing  accura te  NOAAs

● Shortly the re a fte r, Ze s t AI prod uce d  a  white pape r d is cus s ing  ML 
e xpla inab ility compliance

Increased Risk of Relying on Medical Debt in 
Underwriting 

● A March 1, 20 22 , CFPB re port ca lls  into que s tion pre d ic tive  
accuracy of me d ica l d e b ts  

● Be ginning J uly 1, 20 22 , the  thre e  ma in cre d it b ure aus  will s top  
re porting  me d ica l colle c tion d e b t

FinRegLab / Stanford Study Shows AI Lending Can Be Fair, 
Profitable, and Compliant

● In April 20 22 , FinRe gLab  re le a s e d  a  re port on AI in Le nd ing . 
Ad ve rs a ria l d e b ia s ing  found  to b e  the  mos t e ffe c tive  in d e - b ia s ing  
AI und e rwriting  mod e ls   

https://www.americanbanker.com/creditunions/news/cfpb-warnings-of-bias-in-ai-could-spook-lenders
https://www.americanbanker.com/news/unfair-lending-with-ai-dont-point-just-at-us-fintechs-and-online-lenders-say
https://www.consumerfinance.gov/about-us/newsroom/cfpb-targets-unfair-discrimination-in-consumer-finance/
https://www.zest.ai/resources/cfpb-circular-2022-03
https://www.consumerfinance.gov/about-us/newsroom/cfpb-estimates-88-billion-in-medical-bills-on-credit-reports/
https://www.cnn.com/2022/03/19/business/credit-reporting-agencies-medical-debt/index.html
https://www.cnn.com/2022/03/19/business/credit-reporting-agencies-medical-debt/index.html
https://finreglab.org/ai-machine-learning/explainability-and-fairness-of-machine-learning-in-credit-underwriting/machine-learning-explainability-fairness-insights-from-consumer-lending
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May 2018:
First FDIC-chartered bank
accepts ML originations 
model built using Zest 
tools to run their $7B 
personal loans business

Sep 2018:
Zest AI releases its FAQs 
on MRM Guidance , which 
is circulated within the 
Fed, OCC, NCUA, and 
FDIC

Apr 2019:
Zest AI briefs the Fed, 
OCC, and FDIC
supervisors, CFPB office of 
fair lending enforcement, 
and FHFA office of fair 
lending oversight on the 
responsible use of AI in 
lending

Aug 2019:
Freddie Mac 
announces its long -
term partnership with 
Zest AI

Dec 2019:
Zest AI invited to present 
to FDIC, OCC, and Fed 
examiners on how to 
examine ML models;  100s 
of bank examiners attend 
the presentation

Nov 2020:
Zest AI briefs the CFPB 
Office of Fair Lending
Enforcement on recent 
innovations in fair lending 
analytics 

Apr 2021:
Zest AI selected by 
FinRegLab, Stanford GSB
for inclusion in its study to 
document how ML models 
meet regulatory 
requirements

Aug 2018:
Zest AI discusses model 
risk management in an ML 
era with Senior Fed 
Supervisor David Palmer , 
a key architect of the 
interagency guidance on 
model risk management 
(Fed SR 11-7/OCC 2011-
12)

Oct 2018:
Zest AI briefs 
Dilip Patro (FDIC),
another key architect 
of the MRM guidance

Jun 2019:
Zest AI invited to testify to 
the House Financial 
Services Committee AI 
Task Force

Oct 2019:
VyStar Credit Union
announces its 
partnership with 
Zest AI

Oct 2020:
A customer's ML model built using Zest 
tools passed OCC examination and is 
being use to underwrite a $6B credit card 
portfolio

At the invitation of the CFPB, Zest AI 
participates in the bureau’s first tech 
sprint on notice of adverse actions ,
demonstrating how naive methods are 
almost always wrong when run on ML 
models to determine adverse action 
reasons

Dec 2020:
Zest AI presents its fair 
lending technology to 
OCC Project REACh
Homeownership 
Working Group

https://www.zest.ai/insights/heres-how-ml-underwriting-fits-within-federal-model-risk-management-guidelines
https://www.zest.ai/insights/heres-how-ml-underwriting-fits-within-federal-model-risk-management-guidelines
https://www.forbes.com/sites/jeffkauflin/2020/11/18/zest-ai-inks-deal-with-freddie-mac-to-boost-mortgage-approvals/?sh=683f9b7212a0
https://www.forbes.com/sites/jeffkauflin/2020/11/18/zest-ai-inks-deal-with-freddie-mac-to-boost-mortgage-approvals/?sh=683f9b7212a0
https://www.forbes.com/sites/jeffkauflin/2020/11/18/zest-ai-inks-deal-with-freddie-mac-to-boost-mortgage-approvals/?sh=683f9b7212a0
https://finreglab.org/ai-machine-learning/explainability-and-fairness-of-machine-learning-in-credit-underwriting
https://finreglab.org/ai-machine-learning/explainability-and-fairness-of-machine-learning-in-credit-underwriting
https://finreglab.org/ai-machine-learning/explainability-and-fairness-of-machine-learning-in-credit-underwriting
https://finreglab.org/ai-machine-learning/explainability-and-fairness-of-machine-learning-in-credit-underwriting
https://www.linkedin.com/in/david-palmer-625864a/
https://www.occ.gov/news-issuances/bulletins/2011/bulletin-2011-12.html
https://www.occ.gov/news-issuances/bulletins/2011/bulletin-2011-12.html
https://www.linkedin.com/in/dilip-k-patro-ph-d-cfa-1b2b0722/
https://www.congress.gov/116/meeting/house/109735/witnesses/HHRG-116-BA00-Wstate-MerrillPhDD-20190626.pdf
https://www.congress.gov/116/meeting/house/109735/witnesses/HHRG-116-BA00-Wstate-MerrillPhDD-20190626.pdf
https://www.congress.gov/116/meeting/house/109735/witnesses/HHRG-116-BA00-Wstate-MerrillPhDD-20190626.pdf
https://www.congress.gov/116/meeting/house/109735/witnesses/HHRG-116-BA00-Wstate-MerrillPhDD-20190626.pdf
https://fortune.com/2020/10/20/artificial-intelligence-unfair-lending/
https://fortune.com/2020/10/20/artificial-intelligence-unfair-lending/
https://fortune.com/2020/10/20/artificial-intelligence-unfair-lending/
https://fortune.com/2020/10/20/artificial-intelligence-unfair-lending/
https://www.consumerfinance.gov/rules-policy/innovation/cfpb-tech-sprints/electronic-disclosures-tech-sprint/
https://www.consumerfinance.gov/rules-policy/innovation/cfpb-tech-sprints/electronic-disclosures-tech-sprint/
https://www.occ.treas.gov/topics/consumers-and-communities/minority-outreach/project-reach.html
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